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1. INTRODUCTION

Proton transfer plays a critical role in the function of proteins
and peptides.1 A wealth of information and insights on proton
transfer processes was obtained in exploration of related but
smaller biological molecules.2�14 This motivates the present
study, in which proton transfer is studied in a small but realistic
proton bound complex of amino acids.

Proton bound dimers of amino acids are species of very
considerable interest. These species are very useful model
systems for studies of proton mobility and their interactions in
peptides and proteins. They are studied extensively by mass
spectrometry, shedding light on questions regarding proton
affinities and bond dissociation energies,15 structural effects of
competitive charging of heteroatoms,16 the excited-state dy-
namics associated with isomerization,17 and the necessary con-
ditions for the stabilization of gas phase zwitterionic species.16,18

The molecular mechanism for proton conduction along hydro-
gen-bonded chains of water molecules (proton wires) has
been studied extensively, since the control of proton fluxes
across biomembranes constitutes one of the fundamental life
processes.19�23Another example involves the protonated Ala2H

+

(alanine2-H
+) and Ala3H

+ (alanine3-H
+), which were studied

extensively for understanding the relationship between IR-MPD
(infrared multiphoton dissociation) experimental features and
the molecular structural and dynamical properties, including
vibrational anharmonicities.24 In these studies, the spectra of
the two proton bound complexes calculated from finite tempera-
ture DFT (density functional theory) based dynamics were
found to be in very good agreement with the experiments.25�29

Despite the progress in the studies of proton transfer, theoretical
analysis of the processes taking place during MS is still largely

missing, especially of the migration route of the protons and of
conformational changes and dissociation pathways related to
proton transfer.

In the present study, we focus on the proton-bound dimer of
amino acids GlyLysH+ (glycine-lysine-H+). That system was
studied previously experimentally as well as computationally by
Oh et al.,30 who used an electrospray ionization technique to
prepare the species. They found that the glycine/lysine hetero-
dimer has two similar lowest energy isomers in which the glycine
is zwitterionic. In that study, NH and OH stretches were excited,
raising the question as to what is the role of the excitation type in
the process.30 Adesokan et al.13 carried out anharmonic fre-
quency calculations for this system, reaching the conclusion that
agreement with the measured spectra supports the structure
proposed by Oh et al.30

We present in this study classical trajectory simulations for
fundamental vibrational excitation of selected different vibra-
tional modes in five minimum energy conformers of GlyLysH+.
The potential energy surface (PES) used in the study was the
semiempirical PM3 (parameterized model number 3). Through
dynamics simulations aspects this study explores the role of
vibrational excitation in proton transfer, dissociation, and con-
formational changes. A question that seems completely open at
present are the dynamical processes that take place upon
excitation, of an N�H or an O�H stretch, as in the experiments
of Oh et al.30 This is at the focus of the present paper.

The outline of this paper is as follows: in section 2, we present
an overview of the system and the various methods we use in this
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work to explore the conformational transitions. The results are
presented and discussed in section 3. Finally, in section 4,
concluding remarks are presented.

2. SYSTEM AND METHODOLOGY

2.1. System. GlyLysH+ was studied previously by Adesokan et al.,13

who carried out anharmonic frequency calculations by the VSCF
(vibrational self-consistent field) method. They used an improved
PM3 semiempirical electronic structure potential by fitting ab initio
MP2 (second-order Møller�Plesset perturbation theory) frequencies at
the harmonic level. They found good agreement between the computed
anharmonic vibrational frequencies and the experiment.13 From a
structural point of view, Rajabi and Fridgen found that the homogeneous
proton bound dimers of glycine, alanine, and valine, as well as the mixed
glycine/alanine proton bound dimer, were nonzwitterionic.31On the
other hand, several other theoretical calculations for the glycine/lysine
complexes found that the glycine is a zwitterion.15,32

In the study by Oh et al.,30 the authors computed two minimum
energy structures of GlyLysH+, and in both of which the glycine was a
zwitterion. The isomer with the protonated terminal NH2 group of lysine
was higher in energy by 8.4 kJ/mol than the isomer with the protonated
nonterminal NH2 group of lysine. The spectrum of the heterodimer
GlyLysH+ is far more intense than that of Gly2H

+ or Lys2H
+. The

dissociation energies of amino acid protonated dimers decrease linearly
with the difference in the proton affinities of the components.30

2.2. Potential Energy Surface (PES). Force field potentials, such
as AMBER (assisted model building with energy refinement), OPLS
(optimized potentials for liquid simulations) and MMFF94 (Merck
molecular force field), are the most extensively applied tools for
investigating large biological molecules.33�36 Although these force fields
are easily used and computationally fast, validity for proton transfer
cannot be expected, since, at least in their standard versions, they were
not parametrized for such applications. Another disadvantage is that the
vibrational frequency calculations using the empirical force fields have
shown that both the harmonic parts of the potentials and especially
the anharmonic couplings are inadequately described.37,38 On the other
hand, ab inito potentials are computationally demanding and applicable
only for relatively small biological building blocks.38,39 Since ab initio
potentials are computationally expensive, we apply the PM3 semiempi-
rical potential for the MD simulations. Although calculations with
Car�Parinnello27 were conducted previously for similar systems, we
find PM3 much more convenient and efficient for running large
numbers of trajectories. Previously, it was shown that with the proper
adjustments, PM3 potentials gave vibrational frequencies similar to ab
initio methods for several classes of biological molecules.37,38,40 Further,
PM3 potentials were employed for simulations of other small molecules,
e.g., in the study of energy transfer and chemical processes.41�43

Figure 1. Optimized PM3 structures of five GlyLysH+ conformers: (A) conformer 1, (B) conformer 2, (C) conformer 3, (D) conformer 4, and
(E) conformer 5.
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Shemesh et al. used PM3 in simulations of photoionization dynamics of
tryptophan and found intramolecular hydrogen-transfer processes.44 A
justification for the present system is the following: We computed
several structures of GlyLysH+ with PM3 and MP2/DZV and found
good agreement of the structural properties; thus, it is reasonable to
assume that also the dynamics obtained using PM3 may be valid. Our
claim of the validity of PM3 obviously applies only for the structures
studied here, for which tests and comparisons with MP2 were carried out.
In the present study, all the calculations of the initial structures and the
MD simulations were performed using the electronic structure package
GAMESS (general atomic and molecular electronic structure system).45

2.3. On-the-Fly Molecular Dynamics (MD) Simulations.We
use “on-the-fly” MD simulations to investigate the dynamics following
vibrational excitation in GlyLysH+. At each very small time step of the

trajectory, the PM3 potential is evaluated and the forces on the different
atoms are computed. Newton’s equations are used to update positions,
velocities, and accelerations for each atom. The process is continued
along the trajectories until the end of the simulations.46�52 The self-
consistent field convergence criterion in the electronic structure calcula-
tions used in this study is 10�11.42 We excited different modes (O�H
and N�H stretching modes) for each conformer. We estimated that
20�25 trajectories are sufficient to describe the processes of interest
with reasonable statistics for each different excitation. We started from
20 to 25 different initial geometries of five different local minimum
energy conformers of GlyLysH+, all sampled according to the v=1
excited state of theOH stretch or NH relatedmodes. Each trajectory was
computed for 45�250 ps (over this time scale, the processes of interest
were found to take place) with the step size in the range of 0.06 fs. Since
the most demanding in the MD simulations are the proton movements
(for which the time scale of a typical motion is∼20 fs), the use of such a
short time step is reasonable.
2.4. Sampling the Initial Conditions for theMD Simulations.

As a starting point, the minima of five conformers of GlyLysH+ were
computed using the PM3 semiempirical electronic structure method.
These conformers were calculated in a search of structures similar to
those found by Oh et al.30,47 We further computed the normal
vibrational modes of those conformers and the anharmonic energy
levels and wave functions using the VSCF method. VSCF uses a
separability approximation that reduces the problem of solving an
N-dimensional vibrational Schr€odinger equation for theN-mode system
to solving N single-mode VSCF equations.53,54 Then, the initial config-
urations are sampled from the VSCFwave function of the excited state of
GlyLysH+.

Several methods have been proposed in the literature for representing
the distribution of classical positions and momenta for a given
state.42,55,56 The most common method to represent the distribution
of the initial conditions for the MD simulations is the Wigner function,
which provides a distribution of positions and momenta for a certain
quantum-mechanical state.42,44,56�59 Here, we used a different sampling
method which was successfully applied by our group for similar
processes.43,60 TheWigner “distribution” function can have negative values
in certain cases, but the method employed here is free of this problem.

The VSCF calculations include the potential surface along each
normal mode Q j and the interactions between all pairs of the normal
modes. These interactions are computed on a square grid of 16 � 16
points for each pair of normal modes. The VSCF equations were solved
numerically by the algorithm of Chaban et al.,53,54 from which the wave
function ψv(Q j) along each normal mode Q j was obtained.

To investigate the averaged properties of the processes in GlyLysH+,
it is necessary to compute the weight of each trajectory. We computed
the weight of each trajectory according to the following equation

ΨðQ1, :::,Q NÞ ¼ C

�����ψ1vðQ 1Þ
YN

j¼ 2

ψjðQ jÞ
�����

2

ð1Þ

where (Q 1,...,QN) denotes for the mass-weighted normal coordinates of
a given initial structure. N is the total number of vibrational modes,
ψ1ν(Q 1) is the wave function of the OH or NH stretching modes at the
vibrational state v, andΠj=2

N ψj(Q j) is the product of the wave functions
of the other 98 vibrational modes in GlyLysH+. Finally, C is the nor-
malization constant of the total vibrational wave functionΨ(Q 1,...,QN).
In the present study, extensive statistical sampling was not used since the
main motivation is to find time scales at a semiquantitative level for
proton transfer, complex dissociation, and conformational changes.

The corresponding momentum values of the normal modes were
calculated in the semiclassical approximation

Pj ¼ ( ½2ðEjv � V̅jðQ jÞÞ�1=2 ð2Þ

Figure 2. Three examples of proton transfer pathways found in the
dynamics of different excitations of conformers (snapshots of different
trajectories).
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where Pj is the momentum value for mode j corresponding to the value
Q j of the coordinate. Ejv is the VSCF energy for level v of the mode j,
while Vj(Q j) is the VSCF effective potential for mode j.60,61

Our sampling of the initial conditions for trajectories for each
conformer and type of excitation seems sufficient to reveal any major
channel, though such sampling is not sufficient for finding minor
products, which are statistically insignificant. All this, of course, is in
the framework of the PM3 potential surfaces used. Finally, we note that
the sampling used here assumes that the complex has no thermal energy
prior to the excitation. The treatment can be extended to include thermal
initial energy in a classical framework.

3. RESULTS AND DISCUSSION

3.1. Initial States—GlyLysH+ Conformers. Five conformers
of GlyLysH+ were optimized by using the PM3 semiempirical
electronic structure method. Figure 1 shows the minimized
structures of these five conformers. Conformer 5, where the

terminal NH2 group of lysine is protonated, is the lowest
minimum energy structure, and it is more stable than conformer
1, 2, 3, and 4 by 52.51, 5.25, 123.39, and 13.13 kJ/mol,
respectively. Optimized structures of the five conformers calcu-
lated by the PM3 method were compared to these complexes
obtained byMP2/DZV level of theory. UsingMP2/DZV level of
theory shows that conformer 5 is the lowest energy structure too
and is more stable than conformer 1, 2, 3, and 4 by 15.75, 5.25,
149.65, and 7.88 kJ/mol, respectively.
Comparison of the optimized structures of the five conformers

obtained by these two methods exhibits similar structural para-
meters. As seen from Table S1 (Supporting Information), the
differences of bonds distance value and the angles values are fairly
small. As noted previously, this supports the validity of PM3, at
least for the present system.
3.2. The Dynamics of Proton Transfer. Following a selective

excitation (of OH or of NH stretch) as done in previous
experimental62�64and theoretical works,61 a total number of

Figure 3. Number of H+ transfer in conformer 1. (A) Conformer 1 OH stretch excitation. (B) Conformer 1 NH3 (lysine) symmetrical stretch
excitation. Each bar represents the averaged number of proton transfer seen during that time range (e.g., 0�5, 5�10, and 10�15 ps).
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eight different pathways of proton transfer were seen in the
trajectories. In some trajectories, not a single proton transfer took
place but a sequence of two proton transfers after which the
species dissociated (a detailed discussion of the decomposition is
given in the next subsection). Figure 2 illustrates some of the
different pathways of proton transfers that were found during the
dynamics in the different conformers. The proton transfer rate
for conformer 1 can be seen in Figure 3. From this figure it is clear
that there is selectivity in the proton transfer rate according to the
type of excitation: In the OH stretch excitation, the highest rate
of proton transfer was during the first 5 ps, while in the NH
stretch excitation the highest rate was in the first 0.5 ps; therefore,
it seems that proton transfer following NH excitation is much
faster than that following OH excitation. The last proton
transfers for the OH stretch excitation of conformer 1 took place
more than 90 ps after excitation. On the other hand, for the NH
stretch excitation of conformer 1, the last proton transfers were
seen about 12.5�13 ps after excitation. Inspection of Figure 3
and Table 1 can shed some light on the appearance of the
different proton transfer pathways according to the type of
excitation performed: pathway 1 (lysine to glycine) was seen in
all of the excitations, and in conformers 1, 2, and 5 this pathway
was very dominant. One should also notice that in pathways 1
and 6, the excess proton is on glycine after the proton transfer,
despite the low affinity of glycine for protons. Pathway 2 was
witnessed in all of the excitations, except in the excitation of the
NH stretch in conformer 1. Pathways 4�8 were much rarer,

where pathways 4�7 were witnessed only in OH stretch excita-
tions. Pathway 8 was witnessed both in OH and NH stretch
excitations. In pathways 2�5, 7, and 8, glycine was in its neutral
form after the proton transfer/s happened.
The time scales for the appearance of each proton transfer

pathways are diverse, from less than 0.5 ps to over 100 ps; thus,
the distribution of the time scales is very wide; e.g, pathway 1 was
found in short times (t,1 ps) and also in long times (t > 50 ps).
Table 2 summarizes the averaged first proton transfer and the
averaged dissociation times. The first proton transfer averaged
time for each complex is in the range of a few picoseconds to 29
ps. This diverse range shows the sensitivity of the proton transfer
to the initial conditions, since those proton transfer processes
take place under conditions that lack statistical distribution.
In the OH stretch excitations (conformers 1�3 and 5) the first

proton transfer occurred in a varied time table of a few picose-
conds but not more than 100 ps. For the NH stretch excitations,
the time scale for the first proton transfer is of tenths of
picoseconds. The difference between the NH excitation and
the OH excitation is thus large and systematic. The probable
reason is just the role of geometry: for NH excitation, the proton
is very near to the site of excitation. The proton transfer is then
promoted directly by the supply of energy, well before vibrational
energy redistribution.
3.3. Dynamics of Complex Dissociation. In all of the con-

formers and for each kind of vibrational excitation performed, the
glycine and the lysine molecules moved away from one another,
within a time of less than 160 ps, indicating the system was
dissociating. Figure 4 shows the number of dissociation events
versus time for excitations of the OH and the NH stretches in
conformer 1. Dissociation of the system was defined by measur-
ing the distance between selected atoms of glycine and selected
atoms of lysine during the dynamics. When the distances
between the selected atoms of glycine and lysine were above
125% of the initial distances, we considered it as a dissociation
event (experience has shown that for such increased separation
the process is irreversible). For the PM3 potential used, dissocia-
tion occurs also when the complex is at zero temperature prior to
excitation, as assumed here. Addition of initial thermal energy
may affect the dissociation times. While very accurate calcula-
tions of the energy difference between the complex and the

Table 1. Proton Transfer Pathways after Performing Vibrational Excitationsa

pathway number description of proton transfer pathway C1 OH C1 NH C2 OH C3 OH C4 NH C5 OH C5 NH

1 lysine (NH3) to glycine (OH) 7 16 11 7 8 11 17

2 internal (glycine) 4 _ 6 13 10 6 4

3 (1) lysine (NH3) to glycine (OH) 6 4 4 _ _ 5 2

(2) glycine to lysine (N to N terminal)

4 (1) glycine to lysine (N to N terminal) 2 1 _ _ _ _ _

(2) lysine (the other NH3
+) to glycine

5 (1) internal (glycine) 3 _ 1 _ _ _ _

(2) internal (lysine N to N)

6 (1) internal (lysine-N to N) _ _ _ 1 _ _ _

(2) lysine to glycine

7 (1) internal (lysine-N to N) _ _ _ 1 _ _ _

(2) internal (glycine)

8 (1) lysine to glycine _ 2 _ _ 3 1 _

(2) glycine to lysine (N to N not terminal)
aC1 is conformer 1, C2 is conformer 2, etc.

Table 2. Averaged First Proton Transfer and the Averaged
Dissociation Times

conformer

average first proton

transfer (ps)

average dissociation

time (ps)

1 (OH) 9.73 22.55

1 (NH) 1.14 39.09

2 (OH) 15.00 42.42

3 (OH) 7.47 29.11

4 (NH) 19.98 44.09

5 (OH) 28.29 52.11

5 (NH) 13.13 53.33
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dissociation fragments are very challenging [in view of the need
of treating BSSE (basis set superposition error)] the energy for
the v=1 OH excitation, combined with the thermal energy of the
cluster, suffices for dissociation both at the MP2/DZV and
B3LYP/CC-PVDZ levels.
Figure 5 illustrates four snapshots during dissociation of one of

the trajectories of conformer 2.

In the OH stretch excitation (conformers 1�3 and 5) the
decomposition occurred in most of the trajectories on the time
scale of 10�140 ps. In the NH stretch excitation (conformers 1,
4, 5), decomposition was seen in most of the trajectories on the
time scale of 10�160 ps and in one trajectory even after 340 ps.
In both excitations (OH andNH stretch) for a few trajectories no
decomposition was seen, and we assume that decomposition
would have been reached eventually had we continued the
dynamics for more time.
Excitations of both OH and NH stretches were studied for

conformers 1 and 5. For conformer 1, the average dissociation
time for OH excitation is about half than for the NH stretch
excitation. For conformer 5, the mean dissociation time for OH
excitation is also shorter than for the NH excitation, though in
this case only moderately so. As seen in Figure 4 for conformer 1,
theOH excitation leads to dissociation in 14 trajectories out of 30
in the first 30 ps. For the NH excitation in this case, only eight
trajectories show dissociation in the first 30 ps. The excitation of
the OH mode thus leads to faster dissociation than excitation of
the NH mode. This is in accord with the experimental results of
Oh et al.30

We fitted the results to exponential trend and the findings are
as follows: The dissociation rates of the OH stretch excitation for
conformers 1, 2, 3, and 5 are 0.039, 0.02, 0.041, and 0.025 ps�1,

Figure 4. Dissociation time: (A) Conformer 1 OH stretch excitation. (B) Conformer 1 NH3 asymmetrical stretch excitation. Each bar represents the
number of trajectories for which dissociation of the system was seen during that time range (e.g., 0�10, 10�20, and 20�30 ps).

Figure 5. Four snapshots during dissociation of one of the trajectories
of conformer 2.
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correspondingly. The dissociation rates of the NH stretch excita-
tion for conformers 1, 4, and 5 are 0.029, 0.024, and 0.009 ps�1,
correspondingly.
In Table 2, the averaged times of dissociation for the con-

formers are presented. The averaged dissociation time range is
between∼22 and 53 ps. These large differences for the averaged
dissociation time from different conformers strengthens the
assumption of selectivity by the dissociation process. The disso-
ciation occurred in all of the conformers 12�40 ps after the first
proton transfer. We can attribute the upper range (after 40 ps
dissociation) to the dissociation events that take place after a second
proton transfer event. The selective behavior of the dissociation
is compatible with the assumption that energy redistribution in
the system is very incomplete at the time of dissociation. This
should be due to the low threshold energy for dissociation in this
system.
3.4. Conformational Changes.Conformational changes dur-

ing dynamics were seen in all of the trajectories and for all the
initial structures studied. On the other hand, in all trajectories,
there was no event of transition between the initial minimum
conformers to the other four minimum conformers found in this
study. This fact can be explained by the relatively high energy of
excitation, which enables the population of high energy structures.
The dynamics is clearly not governed by the relative stability of
the conformers, sincemuch kinetic energy is available. In a previous
study by Shmilovits-Ofir et al.61 on the fundamental excitation of
the OH stretch of the global minimum structure of glycine, it was
found that an equilibrium-like ratio is established between the
populations of the three lowest-lying conformers after about
10 ps. It seems that for the vibrationally excited proton-bound
dimer, higher energy conformer structures are preferred in
the course of the dynamics, possibly due to geometric factors
(proximity to the excited structure).

4. CONCLUDING REMARKS

In this study, we explored the decomposition of GlyLysH+

conformers and proton transfer induced by vibrational excitation
of OH and NH stretching modes to the v=1 state. A realistic,
though not accurate, potential surface was used, in the hope
that the results may be typical of systems such as amino acids
and peptides, which depend in particular on reasonable mag-
nitudes for the barrier heights and couplings between the
different modes.

The main findings of the simulations are as follows: First,
proton transfer processes were found to be fast, on the picose-
cond time scale. The processes for the initial conditions needed
are highly selective and nonstatistical. Indeed, mean proton
transfer rates for different conformers differ considerably.
Furthermore, there is a large difference between cases in which
the N�H stretch is initially excited and those where the O�H
stretch is promoted. Initial proton transfer rates for excitedN�H
stretch are about an order of magnitude faster than the corre-
sponding rates for excited OH. This is likely to be due to the
geometric proximity of the N�H local excitation to the proton
site. Vibrationally induced proton transfer is so fast that energy
redistribution cannot take place to a significant extent. The
situation is very fast, for individual H+ transfer events, for
Rice�Ramsperger�Kassel�Marcus (RRKM) types of mechan-
isms to set in. This is also in line with the fact that the barriers
for H+ transfer in their system are low, certainly much lower
than the hydrogenic stretch excitation energy. Dissociation

following the vibrational stretch excitation is much slower than
proton transfer. Mean dissociation times, in the range of
22�50 ps, are about an order of magnitude slower than mean
H+ transfer rates induced by OH excitation and nearly 2 orders
of magnitude slower than initial H+ transfer upon N�H stretch
excitation also.

For dissociation our results show a substantial measure of
selectivity and nonstatistical behavior. Only for the largest
dissociation time scales seen in our simulations does it seem
that RRKM types of treatment may apply. Vibrational stretch
excitation is found to stimulate structural transitions. However,
these do not seem to be limited to low-energy conformers or to
be governed by preference for low-energy structures. The low
energy barriers and the large excitation energy available are
probably the key reasons. Finally, going back to the issue of
proton transfer, the H+ transfer in the small complex was found
to follow about eight different pathways. The number of H+

transfer pathways is thus appreciable but clearly much smaller
than might be expected statistically. The processes are selective,
but in a limited way. These considerations may apply at least in
part to proton transfer in peptides and in proteins, and explora-
tions of this should be of major interest. Further, it would be
highly desirable to have real-time ultrafast experiments of the
processes and mechanisms found, also for small complexes as
studied here.

The results of the present study provide information on
relevant rates of proton transfer, structural transitions, and
dissociation that may be relevant also for charged peptides, at
least semiquantitatively. The mechanisms and possibly the time
scale of vibrational energy flow following excitation of OH
stretches are potentially relevant for the very active experimental
field of vibrational spectroscopy of biological molecules in the gas
phase. The time scales and pathways of protein transfer and
dissociation induced by vibrational excitation may also stimulate
interest in differences or similarities with corresponding thermally
induced processes in biological molecules in mass spectrometry.
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